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Abstract

The paper presents a parallel computation algorithm of an arbitrary function value on a multiset of values distributed on
directed graph vertices. The computation is performed by message passing executed by automata distributed on the graph
vertices. The key idea of the algorithm is to use a structural information on the graph that can be extracted by its parallel
exploration and encoded into structures of direct and back spanning trees of the graph, which require only finite number of bits
in each graph vertex, and to represent the function calculated as a composition of so called aggregate function and another one.
Aggregate functions are characterized by possibility to calculate their value on a union of multisets by aggregating their values

on separate multisets, that makes them easy for parallel computation.
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1. Introduction

A task of graph exploration with a goal to uncover a structure of unknown graph by moving along its arcs can be met in many
domains. In this paper we regard as possible applications exploration of networks and exploration of Web-application structure.
In many cases such an exploration can be considered as being performed by agents working in graph vertices and sending each

other messages along graph arcs.

Sometimes graph exploration is performed to make possible calculation of some function of values stored in graph vertices.
Since different vertices can store equal values, such a function is a function of a multiset of values. We consider situation where
calculation is initiated by an external stimulus processes by the automaton located in some root vertex of the graph, and the

value calculated is sent by this root automaton to the requester.

Graph processing algorithms and their efficiency highly depend on the known information on the graph, in the worst case in the
initial state the graph can be completely unknown and an algorithm should gather information on its structure itself by walking
through arcs. Here we suppose that vertex automata are in such states, that contains the following information on the graph
structure. Graph has specified direct spanning tree, having the tree root coinciding with the root vertex of the graph and directed
from the root, and back spanning tree directed to the root. Arcs not belonging to the direct spanning tree are called chords. Arcs
of the direct spanning tree are called direct arcs, of the back one — back arcs. A back arc can be a direct one or a chord. Each
vertex automaton stores arc kind (direct, chord, back + direct, back + chord) for each arc outgoing from its vertex. Also vertex
automaton stores the number of back arcs incoming to its vertex. Such data can be gathered during previous exploration of the

graph described in our paper “Building direct and back spanning trees by automata on a graph”.

Function calculation by vertex automata is performed with pulse algorithm. Its idea is first to send request message from the
root vertex to all other vertices, then to send response message from each vertex to the root one. It allow to calculate in parallel
any function of multiset of values stored in vertex automata (we also sometimes say that they are stored in graph vertices). The

worst case working time of the algorithm is O(D), where D is the graph diameter, the maximum length of non-self intersecting

path. The details of the algorithm and proofs of all statements can be found in [[1]].
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2. Aggregate Functions and Aggregate Extension

Pulse algorithm computes so-called aggregate functions, for which function value on a union of multisets can be computed
using function values on each of multisets in the union. Here we give definition of an aggregate function and aggregate
extension of any given function f(x), which helps to represent it as h(g(x)), where g is aggregate. For each f there exists single

(up to isomorphism) minimal aggregate extension, which provide a minimum information sufficient to compute f. Aggregate

functions theory presented here is a modification of inductive functions theory given in [[2]].

Below we consider functions on finite multisets, which elements belong to some base set X. The set of all finite multisets of
elements of X we denote as X". Note that union of multisets gives a multiset having all the elements of united ones with

multiplicity of any element being a sum of its multiplicities in united multisets.

An aggregate function g:X —A — is such a function on multisets that

F:AxA—A abeX g(ach) =e(g(a),g(b)).

An aggregate extension of function f:X™—A is an aggregate function g:X"—B, such that 7h : B—>A vaeX™ f(a) = h(g(a)).

An aggregate extension g of f is such an aggregate function, that using its values one can compute f. Of course, some extensions
are not useful, e.g., taking an identity function g on X", and taking f itself as h, one doesn’t simplify calculations. To avoid such
useless solutions, we use a minimal aggregate extension — intuitively, an aggregate function, which give a minimum

information sufficient to calculate f.

An aggregate extension g: X —B of f: X"—>A is called minimal, if g(X") =B and Vg : X —C, aggregate extension of f,
F:C->Bg=ig.

Aggregate extension of f : X" —A exists and is unique up to one-to-one mapping.

3. Pulse Algorithm

Pulse algorithm is intended to calculate a value of f on a multiset x eX™ of values stored in the graph vertices. We suppose that
some value is stored in any vertex with multiplicity 1. Pulse algorithm uses the graph structure information stored in vertex

automata as it is described in the Introduction.

Pulse algorithm uses two message kinds: Request and Response. At first the root vertex automaton gets Request from some
external source, this message provides three functions: h, e, and g. This message is then transmitted along direct arcs to all other
vertices, and all vertex automata store e and g. Each vertex automaton then calculates the value of g on values stored in the
vertices of subtree with the root coinciding with this vertex of back spanning tree, and sends the value obtained as a parameter
of Response message along back arcs. The root vertex automaton calculates g(x), and then sends Response to the request
initiator with the value f(a)=h(g(x)).

Pulse algorithm worst case working time is O(D).
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AHHoOTauuA

B crarbe mpezicTaBlieH aJTOPUTM IapajUIebHOTO BBIYHCICHUS NPOU3BOJIBHOW (PYHKIMHM OT MYJIBTHUMHOXKECTBA 3HAYCHUMH,
Haxo[IIMXCs B BeplIMHAX rpada. BbluncieHus BBINOMHAIOTCS aBTOMaraMH, pa3MEUICHHBIMM B BeplIMHAaX rpada u
0OMEHHBAIOIINXCS COOOIIEHUSMH TI0 IyraM Tpada. B ocHOBe anroputma JEXHT HCIIOIB30BaHHE MHPOPMAINH O CTPYKTYpe
rpada, M3BICUCHHONH B pe3ynbTare MapajlIeIbHOTO WCCIIEAOBaHMA rpada W IMpeACcTaBiAiomed coO0W MpsiMOil M OOpaTHBIHA
ocTOBHI Tpada. s xpaneHus 3toi mHGOpMarmu TpeOyeTcss KOHEUHOE YHCIO OMT B KaXIoi BepimnHe Tpada. Brramcienne
3HAUCHUS TOM WM UHOM q)yHKHI/II/I OCHOBAHO Ha ajirOpUTME NyJbCalluu: CHa4daJla OT aBToMara HavyaJIbHOM BCPUINHEBI IO BCEMY
rpady pacmpoCTpaHAIOTICA CO0OWjeHUA-80NPOCyl, KOTOPbIe NOIDKHBI JOCTUIHYTh KaXKJOI BEpIIMHBL, a 3aTeM OT KaxJIOH
BEPIINHBI «B OOPaTHYIO CTOPOHY» K Ha4yajbHOW BEpIIMHE IBUTAIOTCS COOOUjeHUs-OMEenbl. ANTOPUTM NYJIbCALUH, IO CYTH,
BBIYUCIACT arpe€rarHbiC (byHKIII/II/I, JJIL KOTOPBIX 3HAYCHHE (byHKIII/II/I oT O6’Le,£[I/IHeHI/I§I MYJIBTUMHOXKECTB BBbIYHUCIIACTCA I10
3Ha4YCHHAM (QYHKIHMHU OT 3THX MYIbTUMHOXecTB. [lokazaHo, uto mobas dynkuus f(X) mmeer arperatHoe paciimpeHue, To €CTh

MoskeT ObITh Bhrurciiena kak h(f (x)), rme f* arperatnas ¢pyHkIws.
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